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Abstract: 

As the macroeconomic literature on automatic stabilization tends to focus on taxes we 

want to study the relationship between GDP and fiscal revenue for Romania during 

1990-2008 using a simple linear regression model. First we determine the parameters of 

the model, and then we establish the intensity of the correlation model using some of the 

indices of regression. In the last part of this paper we verify the linear model considered 

statistically by using the Helmert test, Durbin-Watson test, Student test and Fisher test. 
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1.  Introduction 

The close bond between the level of GDP and fiscal revenues has been studied a lot in 

economic literature, but, in this paper, we want to determine an empirical relationship 

expressing the specific form of this bond for Romania. Although the study covers a short 

period of time for the econometrics computation, it is very important in terms of socio-

economic changes that occurred in our country, hoping to provide important information 

for future estimation of this correlation to help a better planning of public finances in 

Romania.    

We try to elaborate the model starting from the GDP structure which is expressed by 

the production of a country (Y): 

GICY   
where:  

 - I represents the private investment,  

 - G represents the public expenditure  

 - C represents the private consumption and can be decomposed into a fixed part b and a 



 willingness to use depended and the disposable income after tax collection TYYd  : 

 TYcbC  . 

We obtain the structure of GDP expressed by elements of budgetary balance (G), pub-

lic expenditure (T) , public revenues from taxes and fees and the level of private invest-

ment (I) : 

 GITcb
c

Y 
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1 . 

Because the macroeconomic literature on automatic stabilization tends to focus on 

taxes, we consider the public expenditure and other investments to be constant and we 

will obtain a simplified model. 

 So, we will try to establish a correlation between GDP and fiscal revenues.    

2.  The regression analysis 

In this paper, the economic data used in modeling are taken from the IMF Country re-

port- Romania 2006, 2009, and they have been recalculated. 

We will try to establish a correlation between G.D.P and fiscal revenues.    

We can observe from figure 1.1. that when the fiscal revenues increase, then the GDP 

increases too and backward. Therefore, we can find a regression model to characterize 

the bond between the two variables.  
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Figure 1.1. The evolution of fiscal revenues and G.D.P from 1990 – 2008  



To choose the correct regression function, first we performed the correlogram or the 

correlation plot based on a rectangular coordinate system. On the abscissa there are the 

values of fiscal revenues, and on the ordered the values of GDP. So that, based on the 

correlogram, we use a linear model to study this economic phenomenon (see fig. 1.2.).  

 
Figure 1.2. The correlogram of the study model 

The linear regression model is given by the formula:  

nixbay iii ,1,   , 
where x represents the exogenous variable, y represents the endogenous variable and   

represents the residual variable. 

Next, we want to estimate the parameters of the linear regression model. For that we 

use ordinary least squares method, which obtains parameter estimates that minimize the 

sum of squared residuals  
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2 ˆ  (where iŷ  represents the estimate values of 

the endogenous variable). Thus, we resolve the linear system: 
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and we obtain the parameter estimates 57752.11ˆ a , 010754.3ˆ b . 



Interpretation of parameters 

The parameter 57752.11ˆ a  represents the value of the GDP if the result is not influ-

enced by the fiscal revenues (i.e. 0x ).  

The parameter 010754.3ˆ b , called the regression coefficient, represents the slope of 

the regression straight-line, that is, if the fiscal revenues increase by a million RON then 

the G.D.P increases by a harsh 3 million RON.    

3. The correlation analysis of quantitative variables 

To characterize the intensity of the statistical bound for the linear model considered, 

we compute the following indices of correlation:  

a) The linear correlation coefficient is given by   

883443.0
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Because 95.0883443.075.0  xyr , then there is a strong bond between the fiscal reve-

nues and the GDP. Furthermore, the sign of the linear correlation coefficient indicates 

that between the two variables there is a direct bond (that we have already seen in figure 

1.1.). 

b) The coefficient of determination is given by 780472.02  xyrR . 

This means that 78.05% of GDP variations are due to variation in fiscal revenues, the 

remaining 21.95% are the effect of non-essential or uncontrollable factors. 

c) The correlation ratio is given by
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In this case (the case of simple linear correlation model), the correlation ratio is equal to 

the correlation coefficient module, i.e. xyxy rR   

In conclusion, between the GDP and the fiscal revenues there exists a strong and di-

rect linear bond. 



4. The statistical verification of the linear model considered 

A first verification consists in determining and interpreting the standard errors gen-

erated by the model.  Standard errors are deviations of estimated values from actual val-

ues.  They are: 

- Standard error of the model, given by
 

761458.7
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Because the standard error of the model is less than each value of the real variable y 

(i.e. less than each value of GDP), then the model approximates correctly the studied 

economic reality. 

- Standard errors of the model parameters, given by  

55144.102
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Because 57752.11ˆ55144.10  asa  and 010754.3ˆ387273.0  bsb , then the estimated 

values of the parameters are approaching their real values. 

For the model to be correctly done statistically, it has to check the condition of nor-

mality of the residual variable  , which is present in the initial hypothesis formulation.  

It can be checked using several tests, but the most commonly used is the Helmert test 

( 2 ).  

Thus, we formulate the null hypothesis under which the residual variable is normally 

distributed and we determine the computed value of the test as 77.55788272 c .  From 

the statistical tables relating 2  test for a confidence level of 99 %( i.e. 01.0 ) and for 

181 n  degrees of freedom we determined its critical value as 191.632 t . As 22
tc    

we conclude that the null hypothesis is rejected and the residual variable is not normally 

distributed. In this situation we need to make some correction of the model, either in the 

sense of introducing other factors of influence in the model (which is true because GDP 

is influenced not only by fiscal revenues) or to increase the volume of data that is analy- 



zed (i.e. values considering GDP and fiscal revenues before 1990). 

Another hypothesis that can be checked is the autocorrelation of the residual variable. 

This test is done using the Durbin-Watson test. 

Thus, we formulate the null hypothesis under which the residual variable is auto cor-

relative and we determine the computed value of Durbin-Watson test as 

 
,27166.0
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 where iii yy ˆ . 

From the statistical tables relating Durbin-Watson test for a confidence level of 95% 

( 05.0 ), 19n  and 1k (where k represent the number of exogenous variables) we de-

termined its critical values as 18.1Ld  and 40.1Ud .  

Now, comparing the critical value to the computed one, we observe that Ldd  . This 

means that the hypothesis of auto correlation of the residual variable is accepted and the 

model should be corrected. We expect such a result based on the conclusions of the 

Helmert test. 

By applying a correction algorithm we obtain the following corrected model: 

ii xy  047841.35323.14ˆ , for ni ,1 . 
To get the model above, first we compute the parameter r which represents the slope 

of the regression straight-line using the formula: 

0.675939
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The value of r is known and we can adjust the linear regression so that its parameters 

are efficient. The correction algorithm involves the use of a generalized difference 

method, leading to a model where the residual variable values are independent one from 

the other. 

To get the parameters for the corrected model, we will apply the method of ordinary 

least squares for the equation: 



  iii uxbray   1 , 
where 111 ,, 




  iiiiiiiii uxrxxyryy  . 

We can also check if the parameters obtained through the application of the ordinary 

least squares method are consistent using the Student test. We formulate the null hy-

pothesis under which the estimate parameters ba ˆ,ˆ  are not significantly different from 

zero and we determine the computed value of Student test as 

48.84565913
ˆ

,88.13882498
ˆ
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From the statistical tables relating Student test for a confidence level of 95% 

( 05.0 ) and for 181 n  degrees of freedom we have determined its critical value 

as 445.2tt . Since tba ttt ,  then there is a 95%  probability that the null hypothesis is re-

jected and we can say that the model is statistically correct (i.e. the estimate parameters 

are significant). 

Another way to test the statistical corrected model is the Fisher test for checking the 

variation of the endogenous variable. This test establishes the model ability to recon-

struct the empirical values of endogenous variables using the estimated values.   

We establish the null hypothesis under which the spreading of the estimated values of 

endogenous variables due to the influence of exogenous variables does not differ signifi-

cantly from spreading to the same values due to chance. We determinate the computed 

value of Fisher test as: 

320128.62
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From the statistical tables relating Fisher test for a confidence level of 95% ( 05.0 ), 

for 1 and 18 degrees of freedom we determined its critical value as 414.4tF . Since 

tc FF   there is a 95% probability that the null hypothesis is rejected and we can say that 

the fiscal revenues have a significant influence on the GDP  



5. Conclusion 

Based on the above statistical tests we conclude that the simple linear model pro-

posed in this paper describes with 95% probability the dependency relationship between 

GDP and fiscal revenues in Romania. However, we have to bear in mind that the model 

was obtained on a small number of data and took into account only one of the compo-

nents of GDP (considering the others as a constant factor) and also not taking into ac-

count other random factors which in fact may have an important influence on the out-

come. 

To develop an automatic stabilizer model of the fiscal revenue all factors from the 

GDP equation should be taken into account, which disrupts the econometric computa-

tion. 

Our goal was to demonstrate that in Romania, during the development of market 

economy and EU accession there has been a strong bond between GDP and fiscal reve-

nues as in other EU countries. 
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